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Revisiting Zeroth-Order Optimization for Memory-Efficient LLM Fine-Tuning: A Benchmark

Can we establish a benchmark for ZO optimization in 
LLM fine-tuning, explore the overlooked optimization 
principles, and advance the current state of the art?

➢ Research Question
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➢ Task Alignment Plays A Key Role for ZO
• Task Alignment with the template <CLS>SENTENCE. It was 

[terrible|great].<SEP> for SST2 dataset and another template 
<CLS>SENTENCE1?[Yes|No], SENTENCE2.<SEP> for RTE.

• RoBERTa-large model full-tuned w/ and w/o task alignment.
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➢ Methods using Zeroth-Order Optimization
• Randomized gradient estimator (RGE):

• ZO-SGD: ZO stochastic gradient descent, i.e. MeZO [1].
• ZO-SGD-Sign: ZO-SGD using sign-based gradient estimation.
• ZO-SGD-MMT: ZO-SGD with momentum.
• ZO-SGD-Cons: ZO-SGD with conservative gradient update.
• ZO-Adam: ZO variant of the Adam optimizer.

➢A Pilot Study: LLMs ZO Fine-Tuning on SST2

Takeaway  I: ZO-Adam seems to be the most effective ZO method: 
achieving the best performance in 4 out of 8 fine-tuning settings.

Table  2: Results of Roberta-Large and OPT-1.3B tuned on SST2.

Table  1: Test accuracy (%) of pre-trained Roberta-Large 
model fine-tuned on SST2 and RTE.

Takeaway  II: Forward-grad is a competitive but previously 
overlooked method, especially in the full-tuning setting.
Takeaway  III: ZO-SGD-Cons and ZO-SGD-MMT also demonstrate 
strong performance, while ZO-SGD-Sign, the simplest ZO 
optimization method, tends to be the weakest approach.

➢ LLMs ZO Fine-Tuning on More Complex Tasks

Figure  1: Results of OPT-13B fine-tuned on 
COPA and WinoGrande with PEFT methods.

Takeaway  I: ZO-Adam and 
ZO-SGD-MMT exhibit 
exceptional stability across 
varied conditions, possibly due 
to variance-reduced techniques.

Takeaway  II: The LoRA tuning 
method is consistently robust to 
ZO algorithms, providing a 
stable and reliable tuning 
approach in diverse settings.

➢ Memory and Runtime Efficiency Analyses

Table  3: Memory and runtime cost when fine-tuning 
the full OPT-1.3B model on MultiRC.

➢ Extended Study to Improve ZO Fine-Tuning

Table  4: Comparison of ZO-SGD and ZO-SGD-
Block with the same query budgets.

Table  5: Trade-off between memory v.s. 
accuracy in hybrid ZO-FO fine-tuning.

Table  6: Fine-tuning OPT-1.3B using ZO-SGD w/ different gradient sparse ratios.

Figure  2: Memory comparison across 
various sequence lengths.

• Study  II: Performance and efficiency trade-off via hybrid ZO-FO training.

• Study  III: Gradient pruning benefits performance.

• Study  I: Block-wise ZO optimization enhances fine-tuning performance.
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